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A novel, to our knowledge, configuration for the design and fabrication of zero-order computer-generated
holograms in which each pixel is split into two centrosymmetric equal-sized regions is proposed and
tested. In a manner similar to other approaches this configuration also permits the encoding and the
reconstruction of a complex function that exhibits phase as well as amplitude variations by use of a
phase-only filter. A detailed mathematical analysis is followed by evaluation of the error of the encoding
approach, which is calculated and compared with the error exhibited by other approaches. Computer
simulations as well as optical experiments demonstrate the capabilities of this novel configuration.
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1. Introduction

Diffractive optical elements play a major role in var-
ious applications such as beam shaping,1 optical data
processing,2 optical interconnections,3 and imaging.4
Many of those elements, which are required to gen-
erate a complex wave front, are calculated numeri-
cally. The computed function is then implemented
either as an amplitude-only filter or as a phase-only
filter. Proper encoding of such filters allows the gen-
eration of a complex �amplitude and phase� field as is
necessary, for instance, for optical correlation appli-
cations for which the phase as well as the amplitude
need to be accurately reconstructed.

Such elements have been coined computer-
generated holograms �CGHs� and were first intro-
duced by Lohmann et al.5,6 The CGHs were
implemented by use of a binary carrier �grating� and
provided the desired complex-function distributions
at arbitrary planes along the direction of a predefined
off-axis diffraction order. Because the phase modu-
lation was achieved by the shifting of a rectangular
aperture within each pixel, the technique was called
a detour phase CGH. This revolutionary approach
was later followed by others so that several off-axis

CGH-encoding methods were proposed.7–11 A re-
view of these approaches was given by Lee.12 A com-
mon feature of all those methods is that the
reconstructed image is displayed along a well-defined
off-axis diffraction order, whereas the conjugate im-
age is obtained along the opposite order. It is worth
mentioning that it has recently13 been shown that it
is possible to obtain different desired reconstructions
along two conjugated orders, provided that a Fresnel
�rather than a Fourier� CGH is used.

A major disadvantage in generating an off-axis
light-distribution presentation is the high sensitivity
to wavelength variations. Wavelength broadening
increases the blurring effect and thus reduces the
reconstruction quality. Wavelength deviation shifts
the position of the expected reconstruction, and in the
case of the phase-carrier grating it also reduces the
diffraction efficiency. Moreover, off-axis reconstruc-
tion increases the complexity of the system owing to
the alignment requirements, which are more intri-
cate compared with those for on-axis systems.

Because on-axis reconstruction seems to be advan-
tageous in some aspects compared with off-axis re-
construction, zero-order encoding methods become
highly desirable. As a result of significant develop-
ments in microelectronics and micro-optics fabrica-
tion capabilities, the fact that zero-order encoding
methods require multilevel phase structures is no
longer a deterring factor. Several zero-order encod-
ing methods14–17 have been already suggested. Un-
fortunately, these approaches require high spatial
resolution to achieve a reasonable number of gray
levels. One may trade the demand for high spatial
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resolution for the requirement of high etching reso-
lution by using an approach based on the fixed spatial
partitioning of the pixels.18,19 The reconstruction
achieved with the above approach suffers from sig-
nificant degradation that is due to the nonsymmetric
structure of the CGH, which leads to a pseudo, un-
desired detour phase effect. By dividing each pixel
into a 4 � 4 pixel symmetric structure, one obtains an
improvement that significantly reduces the recon-
struction error.19 Nevertheless, such improvement
was achieved because of higher fabrication require-
ments.

In the following, we present a simplified encoding
method that is based on partitioning each pixel into
two centrosymmetric subregions wherein each of
them requires different phase values �different etch-
ing levels�. The symmetric structure not only re-
duces reconstruction error but also allows ease of
comparison with other approaches. Because each
region is continuous, mask generation is less de-
manding, and the etching process becomes simpler.
Mathematical analysis of this approach is given in
Section 2. Error estimation and performance eval-
uations are discussed in Section 3, whereas in Section
4 the suggested approach is compared with other
encoding methods. Computer simulations are de-
tailed in Section 5, and Section 6 describes the optical
experiment. Conclusions given in Section 7 com-
plete this paper.

2. Encoding Procedure

As was suggested earlier by Florence and Juday,18

the proposed configuration is also based on dividing
each pixel �coined a macropixel� into two subpixels
with equal area. For each of these subpixels a spe-
cific phase value is allocated and etched so that a
predetermined phase value and a normalized ampli-
tude of the macropixel is obtained, as is shown below.
The purpose of the subdivision is the encoding of
phase and amplitude information through phase-only
variations in the filter. The innovation of the sug-
gested novel configuration is based on the centrosym-

metric partitioning of the pixels, i.e., achieving two
subregions with a common center. This configura-
tion is expected to reduce the reconstruction error
because the common center should avoid any unde-
sired phase shift between the two subregions.

A two-dimensional �2-D� top view of a basic mac-
ropixel is illustrated in Fig. 1. The two free param-
eters shown, �n,m

1 and �n,m
2 , are the phases etched in

each one of the two partitions of the basic cell. The
filter is mathematically described by

H��x, �y� � �
n

�
m

Hn,m, (1)

where Hn,m is the transfer function of a single mac-
ropixel and is calculated in accord with
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Here the asterisk denotes convolution, �� is the lat-
eral dimension of the pixel, � is the Dirac impulse
function, and

rect��, 	� � rect���rect�	�

� �1 
0.5 � �, 	 � 0.5
0 elsewhere . (3)

By taking h�x, y� to be the inverse Fourier transform
of H��x, �y�, one obtains

h� x, y� � �

�

�

�

�

�

H��x, �y�expi2�� x�x � y�y��d�xd�y.

(4)

Substituting Eq. �2� into Eq. �4� results in
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m
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(5)

Fig. 1. Basic macropixel cell configurations.
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where sin c�x� is defined as

sin c� x� �
sin��x�

�x
. (6)

Because this encoding method enables on-axis zero-
order reconstruction, we restrict our attention to re-
gions of �x, y� that correspond to x �� 1���x and y ��
1���y. Consequently

x��x �� 1, y��y �� 1. (7)

As a result all sinc expressions become asymptoti-
cally equal to 1:

sin c���x x�, sin c���y y�, sin c���x

�2
x� ,

sin c���y

�2
y� � 1. (8)

Substituting expressions �8� into Eq. �5� yields

h� x, y� �
��x��y

2 �
n

�
m

exp�i�n,m
1 � � exp�i�n,m

2 ��

� expi2�� xn��x � ym��y��. (9)

In a discrete system the filter H��x, �y� should rep-
resent an arbitrary normalized complex distribution
that, within a given macropixel �n, m�, is given by

H�n��x, m��y� � An,m exp�i�n,m�. (10)

The Fourier integral of Eq. �4� is thus replaced with a
summation:

h� x, y� � ��x��y �
n

�
m

H�n��x, m��y�

� expi2�� xn��x � ym��y��. (11)

The expression in the square brackets on the right-
hand side of Eq. �9� can be manipulated mathemati-
cally to provide

h� x, y� � ��x��y �
n

�
m

cos��n,m
1 � �n,m

2

2 �
� exp��n,m

1 � �n,m
2

2 �expi2�� xn��x

� ym��y��. (12)

One can readily see from Eq. �12� that the resulting
amplitude and phase of each macropixel are uniquely
determined by �n,m

1 and �n,m
2 , according to

An,m � cos��n,m
1 � �n,m

2

2 � , (13)

�n,m �
�n,m

1 � �n,m
2

2
, (14)

respectively. One can readily see from Eq. �13� that
An,m � 1 is determined uniquely by the difference in
the values of �n,m

1 and �n,m
2 . The term �1 
 An,m�

represents the light that is diverted to areas outside

the region of interest. Hence if the samples of the
Fourier transform of the desired image are given by
the discrete values H�n��x, m��y�, as defined by Eq.
�10�, then �n,m

1 and �n,m
2 are uniquely determined to be

�n,m
1 � �n,m � cos
1� An,m�, (15)

�n,m
2 � �n,m � cos
1� An,m�. (16)

Thus a phase-only filter can encode amplitude as well
as phase.

3. Error Estimation

The proposed approach is based on the approxima-
tions presented in expressions �8�. However, these
approximations result in some error, hence in some
performance reduction. The main drawback of the
encoding procedure lies in the fact that each subpixel
does not have an infinitesimal size but rather finite
dimensions. The sources of error are associated
with the different combinations of sinc products mul-
tiplying the phase terms in Eq. �5�, namely,

�1
2

sin c���x

�2
x�sin c���y

�2
y� ,

�sin c���x x�sin c���y y� 

1
2

sin c���x

�2
x�sin c���y

�2
y� .

Because each term in the argument of summation is
multiplied by a different complex number exp�i�n,m

1 �
or exp�i�n,m

2 ��, every point �x, y� of the whole recon-
structed plane is influenced differently and cannot be
precompensated.

To evaluate the significance of the error, let us
analyze a specific example. If a certain pixel, say,
�n, m�, should represent values of An,m � 0.5 and
�n,m � 0, according to the proposed encoding method
Eqs. �15� and �16��, the phase values of the subpixels
should be set to �n,m

1 � ��3 and �n,m
2 � 
��3. The

reconstructed object h�x, y� is confined to the region
�x, y� that satisfies �x���x � 1�2, �y���y � 1�2. If one
takes into account the additional sinc terms and cal-
culates from these phase values the amplitude and
the phase it can be seen that, at the center of the
reconstruction region �x, y � 0�, the expected result is
indeed unchanged: �n,m � 0 and An,m � 0.5. How-
ever, when examining the edges �x � �1�2��x, y � 0�
the obtained values are An,m � 0.35 and �n,m �

0.138�, which, compared with the values at the
center, represent large errors.

For improving the performance and minimizing
the effect of the error terms the use of zero padding,
namely, surrounding the original object with zeros, is
recommended. This approach is equivalent to re-
ducing the incremental frequency step �� in the Fou-
rier transform plane. Let the original object size be
umax; the added strip of zeros then increases it to
Umax. The new incremental frequency step �� is
1�Umax. The size ratio is defined as

P �
Umax

umax
. (17)

5930 APPLIED OPTICS � Vol. 40, No. 32 � 10 November 2001



The reconstructed image will indeed have a size
Umax; however, the region of interest is restricted to
�X� � umax�2 � 1��2��P�, and thus the approximation
of expressions �7� is better satisfied. Assuming, for
instance, that P � 2 and using the previous example
show that the values obtained are An,m � 0.452 and
�n,m � 
0.03�, which are significant improvements
in both phase and amplitude compared with the case
of P � 1. The obtained amplitude and phase values
for both P � 1 and P � 2 along the x axis are dis-
played in Figs. 2�a� and 2�b�, respectively.

Table 1 provides a summary of the expected per-
formance of the proposed approach that is based on
the examination of three amplitude cases, An,m � 0.5,

An,m � 0.1, and An,m � 1, and two phase cases, �n,m �
0.3� and �n,m � 1.5�. The maximum deviation
from these values �which occurs at the edges of the
reconstructed image� was evaluated for P � 1, 2, 4, 8,
16. The important parameter in Table 1 is the
relative-error parameter, defined as

Percent error � 100
Distance

Adesired
, (18)

where the distance is the geometrical separation be-
tween the obtained and the desired phasor �Fig. 3�:

Distance � � Aobtained
2 � Adesired

2

� 2 Aobtained Adesired cos��obtained

� �desired���1�2. (19)

It can be seen that, for all the amplitude values and
when P is set to 16, the relative error is less than 1%
�see the last row of Table 1�. One must keep in mind
that these relative-error values are the maximum
deviation values possible, and thus the average val-
ues are much smaller. In fact, in the center of the

Fig. 2. Deviations from the desired complex value within the cell
of interest along the horizontal axis: �a� amplitude deviations, �b�
phase deviations. Results are plotted for input with padding �P �
2� of the same size as the object and without padding �P � 1�.

Table 1. Maximum-Error Evaluation for the Proposed Technique

P Obtained Measure

Maximum Error

Adesired � 0.1 Adesired � 0.5 Adesired � 1

�d � 0.3� �d � 1.5� �d � 0.3� �d � 1.5� �d � 0.3� �d � 1.5�

1 Amplitude 0.181 0.18 0.35 0.35 0.636 0.636
Phase 
0.085� 1.11� 0.162� 1.36� 0.3� 1.5�
Relative error 173% 173% 46.8% 46.8% 36% 36%

2 Amplitude 0.102 0.102 0.452 0.452 0.9 0.9
Phase 0.141� 1.342� 0.27� 1.47� 0.3� 1.5�
Relative error 50% 50% 13% 13% 10% 10%

4 Amplitude 0.098 0.098 0.487 0.487 0.974 0.974
Phase 0.258� 1.458� 0.292� 1.492� 0.3� 1.5�
Relative error 13% 12.9% 3.3% 3.3% 2.5% 2.5%

8 Amplitude 0.0994 0.0994 0.496 0.496 0.993 0.993
Phase 0.289� 1.489� 0.298� 1.496� 0.3� 1.5�
Relative error 3.25% 3.25% 0.8% 0.8% 0.6% 0.6%

16 Amplitude 0.0998 0.0998 0.499 0.499 0.998 0.998
Phase 0.297� 1.497� 0.299� 1.499� 0.3� 1.5�
Relative error 0.8% 0.8% 0.2% 0.2% 0.1% 0.1%

Fig. 3. Vector description of the distance function Eq. �19�� be-
tween phasors.
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reconstruction region no error occurs. Because this
CGH is based on far-field reconstruction, the signifi-
cance of the phase information is very high. As can
also be seen from Table 1, at high-amplitude levels
the phase error is zero, thus avoiding significant er-
rors in the reconstructed image. The low relative-
error values of the new method result in high
performance, as is demonstrated below.

4. Comparison of Various Hologram-Encoding
Techniques

To evaluate the potential of the proposed method, we
conducted a quantitative comparison with previous
methods.17,19 The comparison was based on the
relative-error expression, according to Eq. �18�. For
the sake of proper comparison the obtained phase and

amplitude as well as the relative error were calcu-
lated, based on the same test cases that were inves-
tigated in Section 3, for each of the previous
approaches.

Results for the approach described in Ref. 19 �fixed
partitions, variable phase levels� are given in Table 2.
Table 3 presents the results obtained for the variable-
partition, fixed-phase-level case.17 It should be em-
phasized that Ref. 19 suggests three techniques: a
basic approach �asymmetric partition�, a one-
dimensional �1-D� improved structure �symmetric
partition�, and 2-D improved structure �symmetry
along both axes�. The calculation of the relative er-
ror for this reference was based on the improved 1-D
case because its performances were superior to those
of the basic approach. The 2-D improved structure

Table 2. Maximum-Error Evaluation for Ref. 19 �1-D Configuration�

P Obtained Measure

Maximum Error

Adesired � 0.1 Adesired � 0.5 Adesired � 1

�d � 0.3� �d � 1.5� �d � 0.3� �d � 1.5� �d � 0.3� �d � 1.5�

1 Amplitude 0.27 0.27 0.39 0.39 0.636 0.636
Phase 
0.124� 1.07� 0.101� 1.3� 0.3� 1.5�
Relative error 264% 164% 58.3% 58.3% 36% 36%

2 Amplitude 0.116 0.116 0.454 0.454 0.9 0.9
Phase 0.08� 1.28� 0.254� 1.454� 0.3� 1.5�
Relative error 74.5% 74.5% 16% 16% 10% 10%

4 Amplitude 0.099 0.099 0.487 0.487 0.974 0.974
Phase 0.238� 1.438� 0.289� 1.489� 0.3� 1.5�
Relative error 19% 19% 4.1% 4.1% 2.5% 2.5%

8 Amplitude 0.0994 0.0994 0.496 0.496 0.993 0.993
Phase 0.284� 1.484� 0.297� 1.497� 0.3� 1.5�
Relative error 4.82% 4.8% 1% 1% 0.6% 0.6%

16 Amplitude 0.0998 0.0998 0.499 0.499 0.998 0.998
Phase 0.296� 1.496� 0.299� 1.499� 0.3� 1.5�
Relative error 1.2% 1.2% 0.26% 0.26% 0.1% 0.1%

Table 3. Maximum-Error Evaluation for Ref. 17

P Obtained Measure

Maximum Error

Adesired � 0.1 Adesired � 0.5 Adesired � 1

�d � 0.3� �d � 1.5� �d � 0.3� �d � 1.5� �d � 0.3� �d � 1.5�

1 Amplitude 0.296 0.381 0.236 0.766 CBEa CBE
Phase 
0.667� 1.41� 
0.596� 1.54� CBE CBE
Relative error 396% 286% 145.6% 155% CBE CBE

2 Amplitude 0.112 0.264 0.137 0.7 CBE CBE
Phase 
0.52� 1.47� 0.208� 1.544� CBE CBE
Relative error 204% 164% 74% 43% CBE CBE

4 Amplitude 0.04 0.186 0.322 0.612 CBE CBE
Phase 
0.15� 1.503� 0.281� 1.53� CBE CBE
Relative error 102% 86.5% 35.8% 24.8% CBE CBE

8 Amplitude 0.058 0.144 0.413 0.558 CBE CBE
Phase 0.176� 1.508� 0.292� 1.517� CBE CBE
Relative error 50.7% 44% 17.4% 13% CBE CBE

16 Amplitude 0.0784 0.122 0.457 0.529 CBE CBE
Phase 0.252� 1.506� 0.296� 1.509� CBE CBE
Relative error 25.3% 22.2% 8.6% 6.7% CBE CBE

aCBE: cannot be encoded.
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was not considered because its realization requires a
4 � 4 pixelated structure within each pixel rather
than continuous structures, and thus fabrication ef-
forts are significantly increased. Nevertheless, it
should be mentioned that, with proper fabrication
procedures, the improved 2-D structure yields very
good results.

Comparing Tables 1–3 makes it evident that the
proposed approach is superior compared with the
other approaches. The comparison should concen-
trate primarily on the case of low-amplitude levels
when much of the signal’s energy needs to be dif-
fracted out of the region of interest, which is defined
as the zero-order window. On the other hand, for
the case of high amplitude with a value close to 1 the
performances of the present approach and the one
described by Ref. 19 coincide because for such a case
�1 � �2, and thus the partition within the macropixel
disappears. In such a case, no phase error occurs,
and the sinc envelope is the only reason for amplitude
error. On the other hand, it was shown in Ref. 17
that, for the fixed-phase-level approach, one cannot
achieve an amplitude with unity value for any phase
level. As a result of that outcome, the maximum
amplitude should be set at a value of 1�2, thus lim-
iting the light efficiency to no more than 25%. That
approach requires higher spatial resolution, on one
hand, but needs only two constant etching steps on
the other hand.

5. Computer Simulations

To estimate the performance of the proposed ap-
proach, we carried out several computer simulations.
The simulations were based on a 2-D filter structure
with macropixels of 7 � 7 cells ��� � 7subpixels� so that
����2 � 5subpixels. The reconstruction quality can
be estimated by use of the mean-squared error �MSE�
criterion, defined as

MSE � �
n

�
m

�hn,m
desired � hn,m

obtained�2, (20)

where hn,m is the field at the pixel �n, m�, namely, its
phase and amplitude.

To evaluate the error requires that the intensity of
both the desired and the obtained fields be normal-
ized in accord with

�
n

�
m

�hn,m
desired�2 � �

n
�

m
�hn,m

obtained�2 � 1. (21)

In Eq. �21� the summation is over the region of inter-
est of the zero-padded image, namely, the original
image.

The simulations involved an image, which was cho-
sen to be the letter H, as shown in Fig. 4�a�. This
image contains only amplitude data, namely, ones
and zeros. The original image contained 32 � 32
macropixels, but with a padding factor of P � 4 it
ended up as a matrix of 128 � 128 macropixels. The
amplitude of the reconstructed image with a corre-
sponding MSE value of 0.193 is displayed in Fig. 4�b�.
In addition to the MSE, one should also evaluate the

light efficiency of the filter. The proposed method is
based on a phase-only encoding method with zero
attenuation. Because the desired amplitude of the
original image may be less than 1, the filter should
exhibit finite attenuation, meaning that a finite per-
centage of the light’s intensity needs to be diverted
outside the region of interest. The power of the orig-
inal filter that one needs to generate is

Idesired � �
n

�
m

� An,m�2, (22)

where An,m is the normalized amplitude of the Fou-
rier transform of the desired reconstruction. Denot-
ing the number of pixels in each axis as � means that
the total power impinging upon the filter is the sum
of the intensities of each and every pixel, resulting in

I � �
k

�
p

� Ak,p
filter�2 � �

k
�

p
�1�2 � �2. (23)

Let’s define �desired as the ratio of the intensity in
the region of interest �where the zero-order recon-

Fig. 4. Effect of zero padding on the quality of the reconstructed
image of the letter H: �a� desired reconstruction, �b� reconstructed
image for the case of P � 4, �c� reconstructed image for the case of
P � 8.
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structed image is located� with respect to the total
illumination intensity:

�desired �

�
n

�
m

� An,m
desired�2

�2 . (24)

The filter H��x, �y� should diffract the unwanted
power to higher orders so that �obtained��desired is as
close as possible to unity. We thus define an effi-
ciency parameter � as

� �
�obtained

�desired
, (25)

where

Izero order
obtained �obtained �

Izero order
obtained

Itotal
obtained

is the power contained in the zero-order recon-
structed zero-padded image and Itotal

obtained is the total
power of all the diffraction orders of the reconstructed
image. The efficiency parameter � allows us to es-
timate the quality of the power distribution over the
zero order relative to the intensities of other diffrac-
tion orders of the reconstructed image. In the sim-
ulation discussed the efficiency obtained is � � 2.01,
which implies that we have received, in the region of
interest, twice the desired intensity we would have
obtained, should the hologram be ideal. This result
implies that the encoding method could not diffract
all the undesired light toward higher orders.

To verify the advantage of padding the original
image with zeros, we carried out a similar simulation,
this time with P � 8. In this case, as can be seen
from Fig. 4�c�, the performance was considerably en-

hanced in comparison with the P � 4 case shown in
Fig. 4�b�. The reconstruction is quantitatively de-
scribed by MSE � 0.113 and � � 1.57. Cross sec-
tions for these cases are shown in Figs. 5�a� and 5�b�,
respectively.

To take into consideration the stringent manufac-
turing constraints and difficulties, we considered
phase quantization as well. The results for 32 phase
levels with P � 4 are shown in Fig. 6. Fewer quan-
tization levels as a result of the sensitivity of the
hologram to dc power results in a lesser performance.
The encoding of amplitude information by a phase-

Fig. 5. Cross section of the reconstructed image Figs. 4�a� and 4�b�, respectively� through the center axis: �a� P � 4, �b� P � 8.

Fig. 6. Quantization effect on image quality. The simulation
was done for the P � 4 case Fig. 4�a�� with 32 phase levels.
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only filter involves diffracting the undesired light to-
ward off-axis diffraction orders. On the other hand,
if one desires to reconstruct a constant phase distri-
bution, the central Fourier coefficient is relatively
large, whereas higher-frequency coefficients are rel-
atively low. For such a case, significant amplitude
modulation has to be achieved by use of a phase-only
filter, and such a case is very demanding, leading to
unavoidable errors. Therefore it would be much bet-
ter to obtain a Fourier transform of an object in which
the amplitude variations are significantly reduced.

A common approach for achieving the above task is
to multiply the object by a random phase, similar to
the use of a ground glass in holographic applications.
Unfortunately, the reconstruction achieved by this
approach is highly degraded owing to speckle effects.
Thus we decided to multiply the reconstructed object
by a quadratic phase, which is equivalent to one’s
decoding the image with a Fresnel transform instead
of a Fourier transform. This case leads to a uniform
energy distribution along the Fourier plane. The
curvature of the quadratic phase should be such that
the phase difference between two adjoining pixels of
the reconstructed object cannot exceed, say, ��4.
Applying this approach to the letter H under consid-
eration, we multiplied it by a quadratic phase in ac-
cord with

�n,m � 4��1 �
�n � n0�

2 � �m � m0�
2

n0
2 � m0

2  , (26)

where �n0, m0� are the coordinates of the center of the
image. In addition, 16 phase levels and a zero-
padding ratio of P � 4 were used. The simulated
reconstruction is shown in Fig. 7. A trace of the
intensity along the central cross section of the image
is given in Fig. 8. The reconstructed image can
avoid the addition of the quadratic phase to the orig-
inal image if one performs an inverse Fresnel trans-
form instead of an inverse Fourier transform.

6. Experimental Results

For verifying the quality and the validity of this en-
coding method an optical experiment was carried out.
The object chosen for optical reconstruction was,

Fig. 7. Image quality for the case of the desired construction’s
being multiplied by a quadratic phase. The simulation was car-
ried out for P � 4.

Fig. 8. Intensity variations along the central cross section shown
in Fig. 7: �a� the desired reconstruction, �b� the simulation re-
sults.

Fig. 9. Optical experimental setup: f1 and f2 are the focal lengths of L1 and L2, respectively.
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again, the letter H. Sixteen phase levels, P � 4, and
quadratic phase multiplication were used. The lat-
eral dimensions of each macropixel were chosen to be
70 �m, and thus the filter size was 1.2 cm. Recon-
struction was achieved by a standard Fourier setup,
as shown in Fig. 9. A He–Ne laser �� � 632.8 nm�
and an 8-bit CCD camera were used. The zero-order
region of the reconstructed image, presented in Fig.
10, was distributed over 200 � 200 CCD pixels, which
is equivalent to the distribution needed for lateral
dimensions of 2 � 2 mm. An example of a horizontal
cross section is given in Fig. 11. Because a Fourier-
type CGH was used, the dc component is very sensi-
tive to fabrication errors �see the figure�. This
sensitivity is the reason for the strong, undesired dc
peak. Improved monitoring of the etching process
should significantly reduce this problem. Alterna-
tively, near-field rather than far-field reconstruction
can be used.

7. Conclusions

A new implementation of a zero-order �on-axis� CGH,
which permits the encoding of a phase as well as an
amplitude by use of a phase-only filter, has been sug-
gested. The proposed approach is based on the
fixed, centrosymmetric spatial partitioning of each
pixel into two subregions. Each subregion is repre-
sented by a different phase value �a different etching
level�. Such an approach can easily be implemented
with common micro-optics fabrication techniques.
The encoding method has been described by use of a
detailed mathematical analysis, and the necessary
approximations, which cause some reconstruction er-
rors, have been pointed out.

The description of the proposed approach has been
followed by a comprehensive error discussion, includ-
ing a comparison with different approaches. The
comparison results, which were based on our estimat-
ing the error terms of these approaches, emphasized
the improved performance of the suggested approach.
Several computer simulations were carried out that
took into account phase quantization and different
padding ratios. We have also experimented with
such an element so that practical limitations could be
faced. The optical reconstruction was satisfactory
except for a dc peak that was caused by manufactur-
ing inaccuracies. Optical elements that are imple-
mented by use of the suggested approach can be used
for a variety of applications such as optical correla-
tors, displays, and beam-shaping devices.
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